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Introduction

e Estimation is a technique for calculating information about a bigger
group from a smaller sample, and statistics are crucial to analyzing
data.

* educated guesses
* Characteristics — mean, variance, proportions

* Deductive vs Inductive Reasoning
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Inductive Vs Deductive Reasoning

Deductive/Probability

Population

Statistics/Induction
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Parameter

* Population — described by probability distribution &/or parameters
* Quantitative population — Mean and standard deviation
* Binomial distribution — parameter ‘p’

----- What if the value for the parameter is unknown — ‘inferential
statistics’



Purpose of Estimation

* Statistical estimation is essential for making inferences about populations using sample
data, helping to determine parameters like mean and variance without individual
measurements.

* This evaluation is vital for decision-making in business and healthcare, informing
strategies and treatment options.

It is closely linked to hypothesis testing, contributing to scientific development, political
decisions, public health, and economic choices.

* Risk assessment benefits from evaluation in managing probabilities and risk in finance
and insurance.

* Quality control also relies on evaluation to ensure products and services meet standards
by identifying and correcting deviations.
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Inferential statistics

The part of statistics that allows researchers to generalize their

findings to a larger population beyond data from the sample
collected.

It mainly consists of two parts:

* Estimation — involves the use of data in the sample to calculate the

corresponding parameter in the population from which the sample
was drawn

* Testing of Hypothesis
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Types of Estimation

Point Estimation

* |ldentifying a single number to represent a large group is like a point estimate.
* Population mean is estimated using the sample mean

* Other attributes like percentages of specific characteristics in a population.

* not always precise - offer good understanding of the group’s traits

Interval Estimation

e give a range likely to contain the true parameter. This method recognizes data variability and estimation
uncertainty.

 allows for uncertainty in the estimate and acknowledges the margin of error (Cl)

Confidence intervals (Cl) give us a sense of freedom in our estimations, while point estimates only provide a
single number without considering this uncertainty.
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Good Estimator

Estimator — is a rule (usually a formula) that tells you how to calculate
the estimate based on the sample

Properties of good estimator:

Unbiasedness
Consistency
Sufficiency
Efficiency

= N e
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Unbiasedness

Any sample statistic is said to be an unbiased estimator for the

population parameter if on an average the value sample statistic is
equal to the parameter value.

e.g. E(x) = u i.e. sample mean is an unbiased estimator of population
mean
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Consistency

An estimator is said to be a consistent estimator for the parameter if
the value of statistics gets closer to the value of the parameter and the

respective variance of statistics get closer to zero as sample size
Increases.

2
eg. E(x) > u andV(x) = % — 0 as sample size n increases
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Sufficiency

If a statistic contain almost all information regarding the population
parameter that is contained in the population then the statistic is called
sufficient estimator for the parameter.

Efficiency

An estimator is said to be an efficient estimator if it contains smaller
variance among all variances of all other estimators.
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Sampling distribution

From a population of size N, number of samples of size n can be
selected and these samples give different values of a statistics. These
different values of statistic can be arranged in form of a frequency
distribution which is known as sampling distribution of that statistics.

We can have sampling distribution of sample mean, sampling
distribution of sample proportion etc.



Sampling distribution as N- increases Mean
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FIGURE 10-5
Relationship between sample size and the shape of the sampling distribution of means (after Clarke
et al., 1965): (a) frequency distribution of scores in the population; (b) sampling distribution from
samples of size 2: (¢) sampling distribution from samples of size 4; (d) sampling distribution from
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Methods Used to Calculate Point
Estimators

* Point estimators can be calculated using various methods, depending
on the nature of the parameter being estimated and the
characteristics of the sample data.

e Common methods include the method of moments, maximum
likelihood estimation, and Bayesian estimation.

* In the method of moments, the estimator is chosen to match the
sample moments (e.g., mean, variance) with the corresponding
population moments.




Methods Used to Calculate Point
Estimators

* Maximum likelihood estimation involves finding the parameter value
that maximizes the likelihood function, which measures the
probability of observing the sample data given different values of the

parameter.

e Bayesian estimation incorporates prior beliefs about the parameter
into the estimation process, updating these beliefs based on the
observed data to obtain a posterior distribution for the parameter.
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How to calculate (formula)

* Formulae used to measure point estimators depend on the specific
estimator and parameter being estimated.

* However, in general, a point estimator can be represented as a
function of the sample data, denoted by a symbol such as \hat{6}.

For example, the sample mean (x) is a point estlmator for the population mean (), and its formula is:
= (2xi) / n
Xi - each Individual Observation in Sample
n i- Sample Size

Similarly, the sample variance (s?) is a point estimator for the population variance (02), and its formula is:

=3 (xi—Xx)?/(n-1)




What are the Values Needed to Calculate Point $ RGCIRC

Ethics, Empathy

Estimators?

 Sample data from the population of interest.
* The specific values needed depend on the estimator being used.

* To calculate the sample mean, you need the individual observations
from the sample.

 To calculate the sample variance, you need both the individual
observations and the sample mean.

e Similarly, other estimators require different types of sample data,
such as counts for proportions or ordered data for medians.

e Sample size is often a crucial factor in calculating point estimators, as
it determines the precision and reliability of the estimates.
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Some Common Point Estimators Used in

Statistics

Common point estimators include:

e Sample Mean (x) for estimating Population Mean (u)
* Sample Variance (s2) for estimating Population Variance (02)

* Sample Proportion (p) for estimating Population Proportions
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Estimation Methods

Several techniques can be used to generate estimates:

* Method of Moments
 Maximum Likelihood Estimation (MLE)
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Method of Moments

* This method compares the moments (central tendency and spread)
that are computed from the sample data to the corresponding
moments in the population.

* The population parameters can be estimated by working out the
resulting equations.



Maximum Likelihood Estimation (MLE)

 Maximum likelihood estimation (MLE) aims to find parameter values
that give the highest chance of observing the data in a statistical
model.

* It involves identifying values that maximize the likelihood of the
observed data.



o WATIT
,{;:‘.y_ iog. 5 & Excellence

2 : . ,
ol Ethics, Empathy

Maximum Likelihood Estimation (MLE)

* MLE is a method used to find the most probable values of variables
based on given data.

* It involves starting with an initial estimate for a parameter and
iteratively adjusting it to maximize the likelihood of observing the

data.

* By comparing different estimates to the dataset, the MLE process
helps identify the parameter values that best fit the data.

* This statistical method is valuable in accurately estimating unknown
variables by increasing the probability of occurrence in the dataset
through adjusting parameter values in a model.



Estimators as Random Variables

An estimator in statistics is considered a random variable as it’s
computed from random data samples, leading to varying values.
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Variability

e Sample Variability: When sampling from a population, we randomly
select a subset of people or observations. Estimators such as sample
mean vary between samples.

* Sampling Distribution: The sampling distribution of an estimator
shows the potential values it can take when calculated from various
samples of a certain size from a population, providing insights into its
characteristics and variability.
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Variability

* Bias and Variance: Estimators can have bias, consistently
overestimating or underestimating the true parameter. Variance
measures the spread of estimator values around its predicted value.
Both variance and bias impact the accuracy of estimators.

* Mean and Variance of Estimators: Estimators have the same mean
and variance as random variables. The mean of an estimator should
be equal to the parameter it is estimating. The variance of an
estimator indicates its precision o
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Variability

e Efficiency and Consistency: Efficiency measures an estimator’s
accuracy in estimating a parameter with sample data. A smaller
variance indicates better efficiency. Consistency means the estimator
approaches the correct parameter value as sample size increases.

* Central Limit Theorem: Central Limit Theorem states that regardless
of population distribution, the sampling distribution of many
estimators becomes normal as sample size increases. Understanding
this theorem is essential to grasp the behavior of estimators.
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Interval Estimate

Confidence interval (interval estimate) — A range of values defined by
the confidence level within which the population parameter is
estimated to fall.

* The interval estimate is less precise, but gives more confidence.

* Two numbers are calculated to create an interval within the
parameter is expected to lie. It is constructed so that, with a chosen
degree of confidence, the true unknown parameter will be captured
inside the interval
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Confidence Interval

* The point estimate is going to be different from the population
parameter because due to sampling error, and there is no way to
know how close it is to the actual parameter.

* For this reason, in stats, interval estimate is chosen to estimate the
actual parameter in form of range of values.

* Has a specific level of confidence (90%, 95%, 99%)



Confidence Interval

* Cl depends upon the sampling distribution
* The shape of the sampling distribution

Large Sample Size Small Sample Size

Central Limit

t-distribution
Theorem
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Central Limit Theorem

States that the sampling distribution of means, for samples of 30 or more:

* |s normally distributed (regardless of the shape of the population from which the
samples were drawn)

* Has a mean equal to the population mean, “mu” regardless of the shape population
or of the size of the sample

e Has a standard deviation--the standard error of the mean--equal to the population
standard deviation divided by the squéke root of the sample size

SEM=c/\n
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Distribution of Means and Standard Error of the

Means

Broad Broad Broad

Width of confidecncece interval
Width ol conlidence interval
Width of confidence interval

Narrow

Narrow | i | Narrow
00%  93% 9% Low High Stall Large
Level of confidence Data variability (o) Sample size (N)

(a) (b) (¢)
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Confidence interval

a/2 a/2

"SE B SE 3 Z-axis
95% Samples

2 IX_196SE 1 X+1.96SE



Confidence limits

* The a (“alpha”) level represents the “lack of confidence”
* (1-a)100% represent the confidence level of a confidence interval

* Confidence interval= X *(z, ,,,)(SEM)

® Z1-a/2 instead of Z1-a in this formula is because the random error
(imprecision) is split between right and left tail
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* Compute the sample statistic (e.g. a mean)
 Compute the standard error of the mean

* Make a decision about level of confidence that is desired (usually 95%
or 99%)

* Find tabled value for 95% or 99% confidence interval
* Multiply standard error of the mean by the tabled value

* Form interval by adding and subtracting calculated value to and from
the mean
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Example - Estimating Mean Radiation Dose

Q. Assume we want to estimate the mean dose of radiation given to patients
with a confidence level of 95%.

 Sample Mean: 65 Gy
e Population Std. Dev.: 10 Gy
e Sample Size (n): 30.

 Standard Error =10 /Vv30 = 1.83 Gy.
* Confidence Interval: 65 +1.96 * 1.83 - (61.41, 68.59 Gy).



Interpreting results...

* The 95% Cl (61.41 Gy, 68.59 Gy) means we are 95% confident that the
true mean dose lies within this range.

* Helps quantify uncertainty in clinical research and treatment
planning.

* Wider intervals imply more uncertainty; narrower intervals imply
more precision.



Factors Affecting Confidence Intervals

e Sample size: Larger samples result in narrower (more precise)
intervals.

* Confidence level: Higher confidence levels (e.g., 99%) result in wider
intervals.

* Population variability: Greater variability leads to wider intervals.



